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1. Narrative Summarization 
What is narrative summarization and why is it important?


2. Long Documents 
How can we summarize very long narratives?


3. Controllability 
How do we target summaries to specific tasks/users?


4. Evaluation 
Can we automatically evaluate how well a system works?

Narrative Summarization
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What is narrative?

“Narrative roots itself in the lived, felt experience of human or human-like agents 
interacting in an ongoing way with their surrounding environment… [Narrative] is a 
basic human strategy for coming to terms with time, process, and change.”

Basic Elements of Narrative, Herman (2009) - quoted in Narrative Theory for Computational Narrative Understanding, Piper et al. (2021)
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Different definitions across cultures/traditions with common elements:


• State change 
• Sequence of events 
• Communication context 
• Human-like experiencer

Narrative Theory for Computational Narrative Understanding, Piper et al. (2021)
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Narrating

Narrative Discourse: An Essay in Method, Genette (1983) - shown in Narrative Theory for Computational Narrative Understanding, Piper et al. (2021)
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DiscourseStory

Narrator’s influence on 
communication style

Ordering/inclusion of 
explicit events

All events in the 
narrative

Narrative Summarization Long Documents Controllability Evaluation

What is narrative?



Huge variation:


• books

• screenplays

• online birth stories

• … (investigative journalism, interviews, etc.)
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What is narrative?
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Human - universal part of communication, teaching, and understanding 
the world


Practical - narratives can be long and complex     we need summaries


Technical - automatic narrative summarization demonstrates advanced 
summarization ability

Narrative Summarization Long Documents Controllability Evaluation

Why is summarizing narrative important?



Narrating

Narrative Discourse: An Essay in Method, Genette (1983) - shown in Narrative Theory for Computational Narrative Understanding, Piper et al. (2021)
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DiscourseStory

Narrator’s influence on 
communication style

All events in the 
narrative

Single-Document News

Narrative Summarization Long Documents Controllability Evaluation

Why is summarizing narrative difficult?

Ordering/inclusion of 
explicit events

Challenges understanding the language:

• Creative and/or abstract language

• Variation in writing style and voice

• Mix of dialogue and description

books

screenplays


online birth stories



Unique technical challenges:


• Working with very long narratives


• Generating context-dependent summaries


• Evaluating summary quality
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Long Documents
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Why is summarizing narrative difficult?

Controllability

Evaluation



Online birth stories


Screenplays


Books
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Narrative/Summary Variants
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1. Narrative Paths and Negotiation of Power in Birth Stories, Antoniak et al. (2019)

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants
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1. Narrative Paths and Negotiation of Power in Birth Stories, Antoniak et al. (2019)


2. Screenplay Summarization Using Latent Narrative Structure, Papalampidi et al. (2020)

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants
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1. Narrative Paths and Negotiation of Power in Birth Stories, Antoniak et al. (2019)


2. Screenplay Summarization Using Latent Narrative Structure, Papalampidi et al. (2020)


3. SummScreen: A Dataset for Abstractive Screenplay Summarization, Chen et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants
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Datasets
Paper Input Data Reference Summaries Input Length

Exploring Content Selection in 
Summarization of Novel Chapters, Ladhak 
et al. (2020)

Project Gutenberg novels Study guide websites Chapter

BookSum: A Collection of Datasets for 
Long-form Narrative Summarization, 
Kryściński et al. (2021)

Project Gutenberg stories, 
plays and novels Study guide websites Paragraph, chapter, 

and book

Recursively Summarizing Books with 
Human Feedback, Wu et al. (2021) GPT-3 Books1 and Books2 Human-written Book

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants - Books
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Datasets

Narrative Summarization Long Documents Controllability Evaluation

Note: 

Free unpublished or past-
copyright books

Paper Input Data Reference Summaries Input Length

Exploring Content Selection in 
Summarization of Novel Chapters, Ladhak 
et al. (2020)

Project Gutenberg novels Study guide websites Chapter

BookSum: A Collection of Datasets for 
Long-form Narrative Summarization, 
Kryściński et al. (2021)

Project Gutenberg stories, 
plays and novels Study guide websites Paragraph, chapter, 

and book

Recursively Summarizing Books with 
Human Feedback, Wu et al. (2021) GPT-3 Books1 and Books2 Human-written Book

Narrative/Summary Variants - Books
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Chapter Summary

Chapter

+

Train extractive summarizer

Alignment

Methods

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants - Books

Extractive

BookSum: A Collection of Datasets for 
Long-form Narrative Summarization, 
Kryściński et al. (2021)

Recursively Summarizing 
Books with Human Feedback, 
Wu et al. (2021)

Exploring Content Selection in 
Summarization of Novel Chapters, 
Ladhak et al. (2020)
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Chapter Summary

Chapter

+

Train extractive summarizer

Paragraph

Chapter/
Book

Alignment

Generate

Summary 1

2
3

Summary

Summary

Summary

1

2

3

Methods
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Narrative/Summary Variants - Books

Extractive Extractive + Abstractive

BookSum: A Collection of Datasets for 
Long-form Narrative Summarization, 
Kryściński et al. (2021)

Recursively Summarizing 
Books with Human Feedback, 
Wu et al. (2021)

Exploring Content Selection in 
Summarization of Novel Chapters, 
Ladhak et al. (2020)
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Chapter Summary

Extractive AbstractiveExtractive + Abstractive

Chapter

+

Train extractive summarizer

Paragraph

Chapter/
Book

Alignment

Generate

Summary 1
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3

Summary

Summary

Summary
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Methods
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BookSum: A Collection of Datasets for 
Long-form Narrative Summarization, 
Kryściński et al. (2021)

Recursively Summarizing 
Books with Human Feedback, 
Wu et al. (2021)

Exploring Content Selection in 
Summarization of Novel Chapters, 
Ladhak et al. (2020)

Narrative/Summary Variants - Books
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Results

Narrative Summarization Long Documents Controllability Evaluation

BookSum, Kryściński 
et al. (2021)

Recursively Summarizing 
Books with Human 
Feedback, Wu et al. (2021)

Narrative/Summary Variants - Books
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Results

Narrative Summarization Long Documents Controllability Evaluation

Narrative/Summary Variants - Books

BookSum, Kryściński 
et al. (2021)

Recursively Summarizing 
Books with Human 
Feedback, Wu et al. (2021)
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Summary of “A Promised Land” by Barack Obama

Narrative Summarization Long Documents Controllability Evaluation

Results

Need for: Controllability Evaluation

Recursively Summarizing Books with Human Feedback, Wu et al. (2021)

Narrative/Summary Variants - Books



Summary - It’s a good time to work on narrative summarization!

27

Interesting narrative datasets across different domains, data formats, and summarization styles:


Birth stories, screenplays, books, etc.


Very few attempts at abstractive summarization of an entire book…


• Possible due to LLMs but lots of room for improvement!


• Challenges with processing a long document, unfaithful summarization, and identifying what 
details to include/exclude


Narrative Summarization Long Documents Controllability Evaluation
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Interesting narrative datasets across different domains, data formats, and summarization styles:


Birth stories, screenplays, books, etc.


Early attempts at abstractive summarization of long narratives (e.g. books)…

• LLMs make this more possible but lots of room for improvement!

• Limited by challenges with processing long documents, unfaithful summarization, and 

identifying what details to include/exclude


Narrative Summarization Long Documents Controllability Evaluation

Summary - It’s a good time to work on narrative summarization!



1. Narrative Summarization 
What is narrative summarization and why is it important?


2. Long Documents 
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Narrative Summarization Long Documents Controllability Evaluation

Long Document Summarization

1. Efficient attention for Transformer-based models 

2. Summarization-specific approaches

Address computational bottleneck to scale to longer inputs
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Full self-attention has O(n^2) memory/compute complexity in terms of input length

Narrative Summarization Long Documents Controllability Evaluation

Computational Bottleneck in Transformers
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Paper Model Context 
Length Complexity Strategy

Longformer: The Long-
Document Transformer, 
Beltagy et al. (2020)

23,040 O(nw)

w = window size

Sliding window 
attention

Sparse Sinkhorn 
Attention, Tay et al. (2020) 2048 O(2nb)


b = number of tokens to attend 
in each block

Learnable sparse 
attention pattern

Efficient Attentions for 
Long Document 
Summarization, Huang et 
al. (2021)


10,000 O(mn/s)

m = output length


s = stride size

Head-wise positional 
strides

Narrative Summarization Long Documents Controllability Evaluation

Efficient Attention Operations
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Narrative Summarization Long Documents Controllability Evaluation

Efficient Attention Operations

Efficient Attentions for Long Document Summarization, Huang et al. (2021)

Longer documents

R-1 R-2 R-L R-1 R-2 R-L

GPT-series 51.5 19.1 48.7 43.7 17.3 38.8

Longformer 51.2 19.0 48.6 43.4 17.1 38.6

Sinkhorn 53.0 20.1 50.3 45.1 18.4 40.1

Hepos 51.3 19.1 48.7 44.9 18.2 39.9

GovReport PubMed

Different strategies perform similarly across 2 summarization tasks
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Efficient Attentions for Long Document Summarization, Huang et al. (2021)

Narrative Summarization Long Documents Controllability Evaluation

Context Window Length Matters
Summarization improves with a longer input context



38

Efficient Attentions for Long Document Summarization, Huang et al. (2021)

Narrative Summarization Long Documents Controllability Evaluation

Longer documents

Narrative like books 
would likely flatten out at 
a much higher length

Context Window Length Matters
Summarization improves with a longer input context
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Narrative Summarization Long Documents Controllability Evaluation

Are efficient attention operations enough?
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Context Window Size

?

Narrative Summarization Long Documents Controllability Evaluation

Also sensitive data 
(e.g. birth stories) 
can’t go through 
corporate APIs!N
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1. Extract (-then-generate) 
• DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization, Mao et al. (2021)

• Discourse-Aware Unsupervised Summarization of Long Scientific Documents, Dong et al. (2020)


2. Divide-and-conquer 
• A Divide-and-Conquer Approach to the Summarization of Long Documents, Gidiotis et al. (2020)


3. Hierarchical models 
• Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

• A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining, 

Zhu et al. (2020)

41

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

…
Full Document

Chunked  
Document
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Summarization-Specific Approaches

…
Full Document

Chunked  
Document

Extracted  
Sections
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Summarization-Specific Approaches

…
Full Document

Chunked  
Document

Extracted  
Sections

Summary
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Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

…
Full Document

Chunked  
Document

Chunk 
Summaries
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Summarization-Specific Approaches
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A Hierarchical Network for Abstractive Meeting 
Summarization with Cross-Domain Pretraining, 
Zhu et al. (2020)

Long Document Summarization with Top-Down 
and Bottom-Up Inference, Pang et al. (2022)

Hierarchical Models

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches
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Hierarchical Models

Bottom-level 
Encoder

Top-level 
Encoder

Bottom-level 
Encoder Top-level 

Encoder
Decoder

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

Decoder

A Hierarchical Network for Abstractive Meeting 
Summarization with Cross-Domain Pretraining, 
Zhu et al. (2020)

Long Document Summarization with Top-Down 
and Bottom-Up Inference, Pang et al. (2022)



51

1. Extract (-then-generate) 
• DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization, Mao et al. (2022)
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Summarization-Specific Approaches
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

BookSum Book Dataset

BookSum, Kryściński et al. (2021)

Recursively Summarizing Books with 
Human Feedback, Wu et al. (2021)

Top-Down and Bottom-Up 
Inference, Pang et al. (2022)



BookSum Book Dataset

BookSum, Kryściński et al. (2021)

Recursively Summarizing Books with 
Human Feedback, Wu et al. (2021)

Top-Down and Bottom-Up 
Inference, Pang et al. (2022)
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

<1% of the 
parameters

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches
Some good details, correct characters
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

Inaccuracies, Dorian should be dead and portrait changed
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Long Document Summarization with Top-Down and Bottom-Up Inference, Pang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Summarization-Specific Approaches

Incoherence



Efficient attention approaches…

• More computationally intense but allow for benefits of scale

• Input more of the entire document which improves summarization performance

• Still far short of book-length


Summarization-specific approaches…

• Build on attention-based models

• Incorporate helpful structure which encourages inclusion of important details across narrative

• Work flexibly with any length text 

For the foreseeable future, we need both attention-efficient and summarization-specific approaches.

59

Narrative Summarization Long Documents Controllability Evaluation

Summary - We can’t handle long documents well yet
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Narrative Summarization Long Documents Controllability Evaluation

Summary - We can’t handle long documents well yet
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Efficient attention approaches…

• More computationally intense but allow for benefits of scale

• Input more of the entire document which improves summarization performance

• Still far short of book-length


Summarization-specific approaches…

• Build on attention-based models

• Incorporate helpful structure which encourages inclusion of important details across narrative

• Work flexibly with any length text 

For the foreseeable future, we need both attention-efficient and summarization-specific approaches

Narrative Summarization Long Documents Controllability Evaluation

Summary - We can’t handle long documents well yet



1. Narrative Summarization 
What is narrative summarization and why is it important?


2. Long Documents 
How can we summarize very long narratives?


3. Controllability 
How do we target summaries to specific tasks/users?


4. Evaluation 
Can we automatically evaluate how well a system works?

Narrative Summarization

62

Long Documents Controllability Evaluation
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Recursively Summarizing Books with Human Feedback, Wu et al. (2021)

“A Promised Land” by Barack Obama

Narrative Summarization Long Documents Controllability Evaluation

Why do we need targeted summaries?
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Recursively Summarizing Books with Human Feedback, Wu et al. (2021)

“A Promised Land” by Barack Obama

Narrative Summarization Long Documents Controllability Evaluation

Why do we need targeted summaries?

Assumes ACA = reform
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Recursively Summarizing Books with Human Feedback, Wu et al. (2021)

“A Promised Land” by Barack Obama

Narrative Summarization Long Documents Controllability Evaluation

Why do we need targeted summaries?

No further details on these issues



66

Recursively Summarizing Books with Human Feedback, Wu et al. (2021)

“A Promised Land” by Barack Obama

Narrative Summarization Long Documents Controllability Evaluation

Why do we need targeted summaries?

Randomly focuses on Abbottabad raid
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Unlike news, narrative is personal and complex. 

Depending on the situation, we may want to… 
• Speak to a particular audience (age, beliefs, depth of knowledge, etc.)

• Tradeoff breadth and depth

• Provide all details relevant to a specific question

Narrative Summarization Long Documents Controllability Evaluation

Why do we need targeted summaries?
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1. Attribute-based 
• MACSum: Controllable Summarization with Mixed Attributes, Zhang et al. (2022)

• HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models, 

Goyal et al. (2021)


2. Query-focused 
• Text Summarization with Latent Queries, Xu et al. (2021)

• Educational Question Generation of Children Storybooks via Question Type Distribution Learning 

and Event-Centric Summarization, Zhao et al. (2022)


3. Reward function 
• Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)

• Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)

• Learning to Summarize from Human Feedback, Stiennon et al. (2020)

Narrative Summarization Long Documents Controllability Evaluation

Types of Control
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1. Attribute-based 
• MACSum: Controllable Summarization with Mixed Attributes, Zhang et al. (2022)

• HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models, 

Goyal et al. (2021)


2. Query-focused 
• Text Summarization with Latent Queries, Xu et al. (2021)

• Educational Question Generation of Children Storybooks via Question Type Distribution Learning 

and Event-Centric Summarization, Zhao et al. (2022)


3. Reward function 
• Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)

• Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)

• Learning to Summarize from Human Feedback, Stiennon et al. (2020)

Narrative Summarization Long Documents Controllability Evaluation

Types of Control

Style

Content

General Quality
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HydraSum, Goyal et al. (2021)MACSum, Zhang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Attribute-Based Control

Control through input strategy Control through output strategy
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HydraSum, Goyal et al. (2021)MACSum, Zhang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Attribute-Based Control

Attributes: 
• Specificity

• Length

• Extractiveness

• Readability

Attributes: 
• Specificity

• Length

• Extractiveness

• Topic

• Speaker

Control through input strategy Control through output strategy
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HydraSum, Goyal et al. (2021)MACSum, Zhang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Attribute-Based Control

Fine-tuned BART

Summary

Control through input strategy Control through output strategy
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HydraSum, Goyal et al. (2021)MACSum, Zhang et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Attribute-Based Control

Source Text

BART 
Encoder

Control through input strategy Control through output strategy

BART 
Decoder

BART 
Decoder

BART 
Decoder

…

Summary
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1. Attribute-based 
• MACSum: Controllable Summarization with Mixed Attributes, Zhang et al. (2022)

• HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models, 

Goyal et al. (2021)


2. Query-focused 
• Text Summarization with Latent Queries, Xu et al. (2021)

• Educational Question Generation of Children Storybooks via Question Type Distribution Learning 

and Event-Centric Summarization, Zhao et al. (2022)


3. Reward function 
• Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)

• Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)

• Learning to Summarize from Human Feedback, Stiennon et al. (2020)

Narrative Summarization Long Documents Controllability Evaluation

Types of Control
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Text Summarization with Latent Queries, Xu et al. (2021)


Educational Question Generation of Children Storybooks via Question Type 
Distribution Learning and Event-Centric Summarization, Zhao et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Query-Focused Approaches
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Text Summarization with Latent Queries, Xu et al. (2021)


Educational Question Generation of Children Storybooks via Question Type 
Distribution Learning and Event-Centric Summarization, Zhao et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Query-Focused Approaches
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1. Attribute-based 
• MACSum: Controllable Summarization with Mixed Attributes, Zhang et al. (2022)

• HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models, 

Goyal et al. (2021)


2. Query-focused 
• Text Summarization with Latent Queries, Xu et al. (2021)

• Educational Question Generation of Children Storybooks via Question Type Distribution Learning 

and Event-Centric Summarization, Zhao et al. (2022)


3. Reward function 
• Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)

• Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)

• Learning to Summarize from Human Feedback, Stiennon et al. (2020)

Narrative Summarization Long Documents Controllability Evaluation

Types of Control



Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)


• Reward: each step, shaped from verb relationships in corpus 

Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)


• Reward: BERTScore against reference with attribute constraints


Learning to Summarize from Human Feedback, Stiennon et al. (2020)


• Reward: learned from human rankings of summary generations
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Narrative Summarization Long Documents Controllability Evaluation

Reward Function Approaches
Step-by-step reward



Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)


• Reward: each step, shaped from verb relationships in corpus 

Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)


• Reward: BERTScore against reference with attribute constraints


Learning to Summarize from Human Feedback, Stiennon et al. (2020)


• Reward: learned from human rankings of summary generations
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Narrative Summarization Long Documents Controllability Evaluation

Reward Function Approaches

Full summary reward

Step-by-step reward



Controllable Neural Story Plot Generation via Reward Shaping, Tambwekar et al. (2019)


• Reward: each step, shaped from verb relationships in corpus 

Controllable Summarization with Constrained Markov Decision Processes, Chan et al. (2021)


• Reward: BERTScore against reference with attribute constraints


Learning to Summarize from Human Feedback, Stiennon et al. (2020)


• Reward: learned from human rankings of summary generations
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Narrative Summarization Long Documents Controllability Evaluation

Reward Function Approaches

Full summary reward

Step-by-step reward

Full summary reward
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Learning to Summarize from Human Feedback, Stiennon et al. (2020) - RLHF

Narrative Summarization Long Documents Controllability Evaluation

Reward Function Approaches
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Narrative Summarization Long Documents Controllability Evaluation

Does RLHF solve the problem?



83

Narrative Summarization Long Documents Controllability Evaluation

Does RLHF solve the problem?
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Narrative Summarization Long Documents Controllability Evaluation

Does RLHF solve the problem?
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Narrative Summarization Long Documents Controllability Evaluation

Does RLHF solve the problem?

Dorian does not confess!  
But the full story was not 
actually input to the model



Attribute-based…

• Direct control over the attributes but constrained by what they are


Query-focused…

• Allows for nuanced topic control but not style of communication


Reward function…

• Enables flexible and effective control across both topic and style but:


• Expensive/challenging to define if using LLMs or humans

• Is this enough? How can it combine with long document strategies?
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Narrative Summarization Long Documents Controllability Evaluation

Summary - Reward function approaches seem promising



Attribute-based…

• Direct control over the attributes but constrained by what they are


Query-focused…

• Allows for nuanced topic control but not style of communication


Reward function…

• Enables flexible and effective control across both topic and style but:


• Expensive/challenging to define if using LLMs or humans

• Is this enough? How can it combine with long document strategies?
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Narrative Summarization Long Documents Controllability Evaluation

Summary - Reward function approaches seem promising
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Attribute-based…

• Direct control over the attributes but constrained by what they are


Query-focused…

• Allows for nuanced topic control but not style of communication


Reward function…

• Enables flexible and effective control across both topic and style but:


• Expensive/challenging to define if using LLMs or humans for feedback

• Is this enough? How can it combine with long document strategies?

Narrative Summarization Long Documents Controllability Evaluation

Summary - Reward function approaches seem promising



1. Narrative Summarization 
What is narrative summarization and why is it important?


2. Long Documents 
How can we summarize very long narratives?


3. Controllability 
How do we target summaries to specific tasks/users?


4. Evaluation 
Can we automatically evaluate how well a system works?

Narrative Summarization

89

Long Documents Controllability Evaluation



Summaries may be long and complex, creating challenges for:


Coherence - Organized, consistent communication at a linguistic and 
semantic level within the summary


Faithfulness - Factual consistency between source document and summary
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Narrative Summarization Long Documents Controllability Evaluation

Common Narrative Summarization Errors



Summaries may be long and complex, creating challenges for:


Coherence - Organized, consistent communication at a linguistic and 
semantic level within the summary


Faithfulness - Factual consistency between source document and summary
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Narrative Summarization Long Documents Controllability Evaluation

Common Narrative Summarization Errors
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How coherent are neural models of coherence?, Pishdad et al. (2020)

• Linguistically based coherence tasks - connective substitution, sentence 

cloze, topic switching, and story cloze 

Entity-based Neural Local Coherence Modeling, Jeon et al. (2022)

• Operate over noun phrases and proper nouns instead of words/tokens 

Towards Coherent and Consistent Use of Entities in Narrative Generations, Papalampidi et al. (2022)

• Metrics for long-range entity coherence and consistency 

SNaC: Coherence Error Detection for Narrative Summarization, Goyal et al. (2022)

• Error taxonomy and annotation across generated summaries

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
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How coherent are neural models of coherence?, Pishdad et al. (2020)

• Linguistically based coherence tasks - connective substitution, sentence 

cloze, topic switching, and story cloze 

Entity-based Neural Local Coherence Modeling, Jeon et al. (2022)

• Operate over noun phrases and proper nouns instead of words/tokens 

Towards Coherent and Consistent Use of Entities in Narrative Generations, Papalampidi et al. (2022)

• Metrics for long-range entity coherence and consistency 

SNaC: Coherence Error Detection for Narrative Summarization, Goyal et al. (2022)

• Error taxonomy and annotation across generated summaries

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
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How coherent are neural models of coherence?, Pishdad et al. (2020)

• Linguistically based coherence tasks - connective substitution, sentence 

cloze, topic switching, and story cloze 

Entity-based Neural Local Coherence Modeling, Jeon et al. (2022)

• Operate over noun phrases and proper nouns instead of words/tokens 

Towards Coherent and Consistent Use of Entities in Narrative Generations, Papalampidi et al. (2022)

• Metrics for long-range entity coherence and consistency 

SNaC: Coherence Error Detection for Narrative Summarization, Goyal et al. (2022)

• Error taxonomy and annotation across generated summaries

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
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How coherent are neural models of coherence?, Pishdad et al. (2020)

• Linguistically based coherence tasks - connective substitution, sentence 

cloze, topic switching, and story cloze 

Entity-based Neural Local Coherence Modeling, Jeon et al. (2022)

• Operate over noun phrases and proper nouns instead of words/tokens 

Towards Coherent and Consistent Use of Entities in Narrative Generations, Papalampidi et al. (2022)

• Metrics for long-range entity coherence and consistency 

SNaC: Coherence Error Detection for Narrative Summarization, Goyal et al. (2022)

• Error taxonomy and annotation across generated summaries

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
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How coherent are neural models of coherence?, Pishdad et al. (2020)

• Linguistically based coherence tasks - connective substitution, sentence 

cloze, topic switching, and story cloze 

Entity-based Neural Local Coherence Modeling, Jeon et al. (2022)

• Operate over noun phrases and proper nouns instead of words/tokens 

Towards Coherent and Consistent Use of Entities in Narrative Generations, Papalampidi et al. (2022)

• Metrics for long-range entity coherence and consistency 

SNaC: Coherence Error Detection for Narrative Summarization, Goyal et al. (2022)

• Error taxonomy and annotation across generated summaries

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence



Examples of semantic errors: 
• New character not introduced

• Missing reference to event/object

• Abrupt scene transition


Examples of language/fluency errors: 
• Unnecessary repetition

• Ungrammatical/nonsensical

• Unclear coreference
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SNaC: Coherence Detection for Narrative summarization, Goyal et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
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Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
SNaC: Coherence Detection for Narrative summarization, Goyal et al. (2022)
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Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
SNaC: Coherence Detection for Narrative summarization, Goyal et al. (2022)
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On average, ~30 errors per summary!

Narrative Summarization Long Documents Controllability Evaluation

Detecting Incoherence
SNaC: Coherence Detection for Narrative summarization, Goyal et al. (2022)



Summaries may be long and complex, creating challenges for:


Coherence - Organized, consistent communication at a linguistic and 
semantic level within the summary.


Faithfulness - Factual consistency between source document and summary.
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Narrative Summarization Long Documents Controllability Evaluation

Challenges with Narrative Summarization Evaluation
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1. Natural Language Inference (NLI) 
• FalseSum: Generating Document-level NLI Examples for Recognizing Factual 

Inconsistency in Summarization, Utama et al. (2022)

• SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization, 

Laban et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency

Is the summary entailed by the document?
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1. Natural Language Inference (NLI) 
• FalseSum: Generating Document-level NLI Examples for Recognizing Factual 

Inconsistency in Summarization, Utama et al. (2022)

• SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization, 

Laban et al. (2022)


2. Questing Answering (QA) 
• FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in 

Abstractive Summarization, Durmus et al. (2020)

• QAFactEval: Improved QA-Based Factual Consistency Evaluation for Summarization, 

Fabbri et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency

Can you answer questions about the summary 
using information from the document?
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1. Natural Language Inference (NLI) 
• FalseSum: Generating Document-level NLI Examples for Recognizing Factual 

Inconsistency in Summarization, Utama et al. (2022)

• SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization, 

Laban et al. (2022)


2. Questing Answering (QA) 
• FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in 

Abstractive Summarization, Durmus et al. (2020)

• QAFactEval: Improved QA-Based Factual Consistency Evaluation for Summarization, 

Fabbri et al. (2022)

Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency
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SummaC: Re-Visiting NLI-based Models 
for Inconsistency Detection in 
Summarization, Laban et al. (2022) 

• Important benchmark dataset

• NLI methods can be effective when 

applied at the right level of 
granularity

Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency w/ NLI
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QAFactEval: Improved QA-Based Factual Consistency Evaluation for 
Summarization, Fabbri et al. (2022) 

• Extensive comparison of entailment and QA

• Improves QA with good question generation and answerability filtering

• Shows entailment and QA are complementary and can be combined

Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency w/ QA



SummaC Benchmark Datasets
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Narrative Summarization Long Documents Controllability Evaluation

Detecting Factual Inconsistency w/ QA

FactCC SummEval CGS XSF Polytope FRANK

FEQA 53.6 53.8 61.0 56.0 57.8 69.9

FalseSum 83.52 65.18

SummaC 89.5 81.7 64.7 66.4 62.7 81.6

QAFactEval 89.3 80.5 78.1 60.9 83.7 84.3

QAFactEval is current SOTA but both NLI and QA are continually improving
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For Coherence… designing detection strategies with a basis in linguistics helps


For Faithfulness… both NLI and QA metrics can be effective with the right settings.

• NLI methods directly compare the summary against the source but may require 
more specific pertaining

• QA methods need to generate the questions but then can use an out-of-the-box QA 
system


Rouge is still broadly used by the leading systems and, as we’ve seen, further analysis 
shows coherence and faithfulness errors.

Narrative Summarization Long Documents Controllability Evaluation

Summary - Some good strategies but not consistently used
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For Coherence… designing detection strategies with a basis in linguistics helps


For Faithfulness… both NLI and QA metrics can be effective with the right settings

• NLI methods directly compare the summary against the source but require a 
similar pretraining setting

• QA methods can use an out-of-the-box QA system but require question/answer 
generation


Rouge is still broadly used by the leading systems and, as we’ve seen, further analysis 
shows coherence and faithfulness errors.

Narrative Summarization Long Documents Controllability Evaluation

Summary - Some good strategies but not consistently used



For Coherence… designing detection strategies with a basis in linguistics helps


For Faithfulness… both NLI and QA metrics can be effective with the right settings

• NLI methods directly compare the summary against the source but require a 
similar pretraining setting

• QA methods can use an out-of-the-box QA system but require question/answer 
generation


Rouge is still broadly used by the leading systems but, as we’ve seen, further analysis 
shows coherence and faithfulness errors
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Narrative Summarization Long Documents Controllability Evaluation

Summary - Some good strategies but not consistently used
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Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

SNaC: Coherence Error Detection for Narrative Summarization

Towards Coherent and Consistent Use of Entities in Narrative Generation

Entity-based Neural Local Coherence Modeling

How Coherent are Neural Models of Coherence?

FalseSum: Generating Document-level NLI Examples for Recognizing Factual Inconsistency in Summarization

FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in Abstractive Summarization
QAFactEval: Improved QA-based Factual Consistency Evaluation for Summarization

Narrative Summarization Long Documents Controllability Evaluation

Overall Patterns

SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization



Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining
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Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

SNaC: Coherence Error Detection for Narrative Summarization

Towards Coherent and Consistent Use of Entities in Narrative Generation

Entity-based Neural Local Coherence Modeling

How Coherent are Neural Models of Coherence?

FalseSum: Generating Document-level NLI Examples for Recognizing Factual Inconsistency in Summarization

FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in Abstractive Summarization
QAFactEval: Improved QA-based Factual Consistency Evaluation for Summarization

Narrative Summarization Long Documents Controllability Evaluation

Overall Patterns - Evaluates on narrative

SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization
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Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

SNaC: Coherence Error Detection for Narrative Summarization

Towards Coherent and Consistent Use of Entities in Narrative Generation

Entity-based Neural Local Coherence Modeling

How Coherent are Neural Models of Coherence?

FalseSum: Generating Document-level NLI Examples for Recognizing Factual Inconsistency in Summarization

FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in Abstractive Summarization
QAFactEval: Improved QA-based Factual Consistency Evaluation for Summarization

Narrative Summarization Long Documents Controllability Evaluation

SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization

Overall Patterns - Evaluates on books

Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining
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Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

SNaC: Coherence Error Detection for Narrative Summarization

Towards Coherent and Consistent Use of Entities in Narrative Generation

Entity-based Neural Local Coherence Modeling

How Coherent are Neural Models of Coherence?

FalseSum: Generating Document-level NLI Examples for Recognizing Factual Inconsistency in Summarization

FEQA: A Question Answering Evaluation Framework for Faithfulness Assessment in Abstractive Summarization
QAFactEval: Improved QA-based Factual Consistency Evaluation for Summarization

Narrative Summarization Long Documents Controllability Evaluation

SummaC: Re-Visiting NLI-based Models for Inconsistency Detection in Summarization

Overall Patterns - Input length > 50,000 tokens

Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining



115

Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

Narrative Summarization Long Documents Controllability Evaluation

Overall Patterns - Coherence/Faithfulness Benchmark

Compared performance 
against another model 
using a measure of 
coherence or faithfulness 
that was not ROUGE

Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining



Long Document Summarization with Top-Down and Bottom-Up Inference
A Divide-and-Conquer Approach to the Summarization of Long Documents
Longformer: The Long-Document Transformer
Sparse Sinkhorn Attention
Efficient Attentions for Long Document Summarization
Discourse-Aware Unsupervised Summarization of Long Scientific Documents
DYLE: Dynamic Latent Extraction for Abstractive Long-Input Summarization
A Hierarchical Network for Abstractive Meeting Summarization with Cross-Domain Pretraining
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Recursively Summarizing Books with Human Feedback
BookSum: A Collection of Datasets for Long-form Narrative Summarization
Exploring Content Selection in Summarization of Novel Chapters
Screenplay Summarization Using Latent Narrative Structure
SummScreen: A Dataset for Abstractive Screenplay Summarization
Narrative Paths and Negotiation of Power in Birth Stories
Narrative Theory for Computational Narrative Understanding

MacSum: Controllable Summarization with Mixed Attributes
Educational Question Generation of Children Storybooks Via Question Type Distribution Learning and Event-Centric Summarization

Learning to Summarize from Human Feedback

HydraSum: Disentangling Style Features in Text Summarization with Multi-Decoder Models

Controllable Summarization with Constrained Markov Decision Processes

Text Summarization with Latent Queries

Controllable Neural Story Plot Generation Via Reward Shaping

Narrative Summarization Long Documents Controllability Evaluation

Overall Patterns - Used a Non-ROUGE Benchmark

Compared performance 
against another model 
using a measure of 
coherence or faithfulness 
that was not ROUGE



117

Where we are now… 
• Useful narrative summarization benchmarks exist 
• LLMs are capable of long document processing and abstractive 

summarization 
• Incorporating RL enables flexible control of summaries 
• Variety of useful automatic metrics for coherence and 

faithfulness 



118

Where we are now… 
• Useful narrative summarization benchmarks exist 
• LLMs are capable of long document processing and abstractive summarization 
• Incorporating RL enables flexible control of summaries 
• Variety of useful automatic metrics for coherence and faithfulness 

Where we hope to get to… 
1. Thorough benchmarking of existing summarization strategies 

across narrative tasks using rich evaluation metrics 
2. Faithful, coherent and controllable summaries of long documents 
3. Effective approaches that are accessible outside of resource-rich 

industry labs



119

Where we are now… 
• Useful narrative summarization benchmarks exist 
• LLMs are capable of long document processing and abstractive summarization 
• Incorporating RL enables flexible control of summaries 
• Variety of useful automatic metrics for coherence and faithfulness 

Where we hope to get to… 
1. Thorough benchmarking of existing summarization strategies 

across narrative tasks using rich evaluation metrics 
2. Faithful, coherent and controllable summaries of long documents 
3. Effective approaches that are accessible outside of resource-rich 

industry labs



120

Where we are now… 
• Useful narrative summarization benchmarks exist 
• LLMs are capable of long document processing and abstractive summarization 
• Incorporating RL enables flexible control of summaries 
• Variety of useful automatic metrics for coherence and faithfulness 

Where we hope to get to… 
1. Thorough benchmarking of existing summarization strategies 

across narrative tasks using rich evaluation metrics 
2. Faithful, coherent and controllable summaries of long documents 
3. Effective approaches that are accessible outside of resource-rich 

industry labs


